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ABSTRACT
Intent-expressive robot motion has been shown to result in increased efficiency and reduced planning efforts for copresent humans. Existing frameworks for generating intent-expressive robot behaviors have typically focused on applications in static or structured environments. Under such settings, emphasis is placed towards communicating the robot’s intended final configuration to other agents. However, in dynamic, unstructured and multi-agent domains, such as pedestrian environments, knowledge of the robot’s final configuration is not sufficiently informative as it completely ignores the complex dynamics of interaction among agents. To address this problem, we design a planning framework that aims at generating motion that clearly communicates an agent’s intended collision avoidance strategy rather than its destination. Our framework estimates the most likely intended avoidance protocols of others based on their past behaviors, and generates an expressive and socially compliant robot action that reinforces the expectations of others regarding these avoidance protocols. This action facilitates inference and decision making for everyone, as illustrated in the simplified topological pattern of agents’ trajectories. Extensive simulations demonstrate that our framework consistently achieves significantly lower topological complexity, compared against common benchmark approaches in multi-agent collision avoidance. The significance of this result for real world applications is demonstrated by a user study that reveals statistical evidence suggesting that multi-agent trajectories of lower topological complexity tend to facilitate inference for observers.
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1 INTRODUCTION
Over the past decades, a significant amount of research has focused on enabling robots to navigate human environments in a smooth and socially compliant fashion. The social navigation problem is inherently decentralized and precludes explicit communication. To address this complication, several works have proposed planners based on trajectory prediction [1, 2, 20, 33, 37], whereas others have contributed planners based on cognitive heuristics [9, 13, 19, 21, 24, 27, 28, 34], behavioral dynamics [4] and learning features of socially compliant navigation strategies from demonstrations [7, 17, 22]. Recent advances in the fields of crowd simulation and decentralized multi-agent planning [14, 16, 23, 35] have motivated inspiration and exchange of ideas and concepts between the fields.

Despite the impressive performance benchmarks that these works have achieved, their deployment in human environments can yield undesired results. Humans tend to make inferences about the future behavior of others by attempting to attribute context-specific intentions to them [8] (see for example Fig. 1). Hence, robot motion that appears to lack a clear and consistent global intention complicates the inference for observers. Humans, driven by erroneous inferences, may then move in ways that are unexpected by the robot, which in turn affect the subsequent inference and decision making of the robot, yielding an oscillatory pattern of joint behavior, commonly referred to as “reciprocal dance” [12].

The frequently observed emergence of this phenomenon highlights the need for equipping robots with models of human inference mechanisms. This could enable robots to anticipate the
coupled dynamics of their interaction with humans and even act in a consistently readable fashion. This idea is not new; several collaborative robotics applications, including robot soccer [26], human-robot handovers [29], robot pointing [15], robot object picking [10], navigation [21] and language generation [30] have been centered around the generation of intent-expressive actions. These have inspired the design of further computational frameworks that generalize the generation of implicitly communicative actions to any collaborative task [18, 25]. Particular emphasis has been placed on the concept of Legibility [10] or Readability [6], a property of behavior that allows for fast and unambiguous inference of an actor’s intent, which has been shown to lead to effective human-robot collaboration [10] and reduced planning effort for other agents [5, 6]. Dragan and Srinivasa [10] provided a general definition of Legibility as the property of motion that enables an observer to infer quickly and confidently the goal of an actor, given observation of the actor’s past action.

Existing works on legible motion generation tend to associate the notion of a goal or intention with a point in a configuration space (e.g. [10, 21]). In a static and structured environment, where the dynamics of interaction among agents is predictable or known a priori, this is a well motivated modeling decision, as the observers’ belief could be assumed to be an isolated relationship between an observed motion and a potential destination. However, in dynamic and unstructured environments, where the dynamics of interaction among multiple agents are complex, sole knowledge of an agent’s destination may be insufficient to inform others of the agent’s immediate behaviors. This highlights the need for a new consideration of legibility that captures the interactions with neighboring agents.

1.1 Contributions

In this paper, we present a planning framework for intent-expressive motion generation in dynamic multi-agent environments. Specifically, we contribute: (1) a novel topological consideration of legibility that captures the complexity of multi-agent dynamics; (2) a novel inference mechanism that reduces the trajectory prediction problem (continuous, infinite number of possible solutions) to the easier problem of topology prediction (discrete, bounded number of candidate solutions); (3) a cost-based planner, inspired by the cooperative nature of human navigation [36] and motivated by the goal-driven nature of human inference [8], that generates motion towards simplifying inference and planning for observers; (4) the introduction of a tool from low-dimensional topology for assessing the complexity of multi-agent trajectories and multi-agent motion planning; (5) extensive simulations demonstrating the topological and geometrical efficiency of our planner, compared against benchmarks in the area of multi-agent collision avoidance; (6) statistical evidence extracted from an online user study with human participants, demonstrating that executions of greater topological efficiency tend to be more legible, i.e., allow early and correct inference of agents’ behaviors.

This paper constitutes a new step in our investigations of the use of topological braids to plan socially competent robot behaviors [22, 23]. This work makes use of topological braids as an analytical tool for assessing the quality of multi-agent planning.

2 MULTI-AGENT TRAJECTORY ANALYSIS

In a scene where multiple agents navigate towards their destinations while avoiding collisions with each other, their decision making over time may be represented as a geometrical pattern, formed by the spatiotemporal superposition of their trajectories. The topological properties of this pattern are indicative of the interactions that the agents have with each other throughout the course of the scene. In particular, the way agents avoid one another, by passing on the left, right, front or back of others results in an “entanglement” of their trajectories over time. Depending on the navigation strategies that agents follow, the complexity of this entanglement may range.

We hypothesize that the complexity of the entanglement of the trajectories of multiple agents that navigate simultaneously a workspace is related to the planning effort they spend.

In particular, we aim to show that legible behaviors in multi-agent navigation result in trajectory entanglements of low complexity. This will allow us to employ as a measure of topological complexity as a proxy for assessing the legibility of multi-agent behaviors. Based on the work of Carton et al. [6], who showed that legible behaviors in navigation reduce the required planning effort of navigating agents, we aim to show that trajectories of low topological complexity require low planning effort for agents.

In the following subsections, we present a general model of multi-agent navigation, briefly recap our topological abstraction of collective multi-agent behavior [22, 23] and introduce a tool for evaluating the topological complexity of multi-agent trajectories.

2.1 A Model of Multi-Agent Navigation

A set of agents $N = \{1, \ldots, n\}$, with $n \geq 2$, navigate towards their intended destinations in a workspace $Q \subset \mathbb{R}^2$. Let us denote by $q_i \in Q$ the configuration of agent $i \in N$ and by $v_i$ its velocity. Agent $i$ starts from an initial configuration $q_i^0 \in Q$ at time $t = 0$ and reaches a final configuration $q_i^f$ at time $t = T_i$. We define the system state as a tuple $Q = (q_1, \ldots, q_n) \in Q^n$. The system evolves from an initial configuration $Q^0 = (q_1^0, \ldots, q_n^0)$ to a goal configuration $Q^d = (q_1^d, \ldots, q_n^d)$. These configurations define a scenario $S = (Q^0, Q^d)$.

Executing a scenario requires that each agent $i \in N$ follows a collision-free trajectory $\xi_i : [0, T_i] \to Q$ that starts from $\xi_i(0) = q_i^0$ and reaches $\xi_i(T_i) = q_i^f$ at time $T_i > 0$. This results in a system trajectory $\Xi : [0, T] \to Q^n \setminus \Delta$, where $T = \max_{i \in N} T_i$ (it is assumed that agents remain stationary once they reach their destinations) and $\Delta = \{(q_1, q_2, \ldots, q_n) \in Q^n : q_i = q_j \text{ for some } i \neq j \in N\}$ is the set of states in collision. $\Delta$ partitions the space of system paths that execute the scenario $S$, into a set $\mathcal{T}^S$ of classes of homotopically equivalent system paths (paths that can be continuously deformed to each other). Each one of these classes corresponds to a topologically distinct global strategy of collision avoidance that the system may follow to execute the scenario $S$. Although the system of agents is not acting under a centralized decision making mechanism, the individual actions of agents form a collective behavior with the topological properties of a strategy.
where \( p \) which:

\[
\sigma_{n-1}^{-1} \sigma_{n-1} = 1 \in B_n.
\]

\[ \tau \in T^S. \]

Following our past work [22, 23], we formally model the set of strategies \( T \) as the braid group [3]. The following subsections provide a brief introduction to braids and recap our topological abstraction of multi-agent navigation.

### 2.2 Background on Braids

Denote by \( x, y, z \) the Cartesian coordinates of a Euclidean space \( \mathbb{R}^2 \times I \), where \( I = [0, 1] \). A braid string is a curve \( X(z) : I \rightarrow \mathbb{R}^2 \) that increases monotonically in \( z \), i.e., has exactly one point of intersection \( X(z) = (x, y) \) with each plane \( z \in I \). A braid on \( n \)-strings or \( n \)-braid is a set of \( n \) strings \( X_i(z), i \in \{1, \ldots, n\} \) for which:

1. \( X_i(z) \neq X_j(z), \) for \( i \neq j \forall z \in \mathbb{R} \)
2. \( X(0) = (i, 0) \) and \( X(1) = (p(i), 0) \),

where \( p(i) \) is the image of an element \( i \in N \), through a permutation \( p : N \rightarrow N \) from the set of permutations of \( N \), \( \text{Perm}(N) \), defined as:

\[
p = \begin{pmatrix} 1 & 2 & \cdots & n \\ p(1) & p(2) & \cdots & p(n) \end{pmatrix}
\]

(1)

The set of all braids on \( n \) strings, along with the composition operation, form a group \( B_n \). The group may be generated from a set of \( n - 1 \) elementary braids \( \sigma_1, \sigma_2, \ldots, \sigma_{n-1} \) (see Fig. 2), called the generators of \( B_n \), that satisfy the following relations:

\[
\sigma_i \sigma_j = \sigma_j \sigma_i \quad \text{if} \quad |j - k| > 1,
\]

\[
\sigma_j \sigma_k \sigma_j = \sigma_k \sigma_j \sigma_k \quad \text{if} \quad |j - k| = 1.
\]

(2)

(3)

A generator \( \sigma_i, \) \( i \in \{1, 2, \ldots, n - 1\} \) can be described as the crossing pattern that emerges upon exchanging the \( i \)th string (counted from left to right) with the \((i + 1)\)th string, such that the initially left string passes over the initially right one, whereas the inverse element, \( \sigma_i^{-1} \), implements the same string exchange, with the difference that the left string passes over the right (see Fig. 3). An identity element, \( e \), is a braid with no string exchanges. Two braids \( b_1, b_2 \in B_n \) may be composed through the composition operation \( \cdot \), which is algebraically denoted as a product \( b_1 \cdot b_2 \). Geometrically, this composition results in the pattern that emerges upon attaching the lower endpoints of \( b_2 \) to the upper endpoints of \( b_1 \) and shrinking each braid by a factor of 2, along the \( z \) axis (Fig. 3). Any braid can be written as a product of generators and generator inverses, a representation commonly referred to as a \textit{braid word} (Fig. 3).

### 2.3 Braids of Entangled Agent Trajectories

Inspired by Thiffeault [31], who uses braids to analyze the trajectories of particles in fluids, we employ braids to analyze the trajectories that emerge in multi-agent scenarios.

Denote by \( f_x : Q^n \rightarrow \text{Perm}(N) \) a function that takes as input the system state \( Q \in Q^n \) and outputs a permutation \( p \in \text{Perm}(N) \) corresponding to the arrangement of all agents in order of increasing \( x \)-coordinates. As the agents move towards their destinations, they employ navigation strategies – maneuvers to avoid collisions, forming collectively a system trajectory \( \Xi \). By evaluating \( f_x \) on the waypoints of \( \Xi \), we may obtain a corresponding path of permutations \( \pi : [0, T] \rightarrow \text{Perm}(N) \). This path can be simplified into a sequence of permutations of minimal length, \( \pi^* = (p_0, \ldots, p_K) \), i.e., consecutive waypoints \( p_{j-1} \neq p_j, \forall j \in \{1, \ldots, K\} \) are adjacent transpositions (i.e., they differ from each other by exactly one swap of adjacent elements). Due to continuity, a transition from the \((j - 1)\)th permutation, \( p_{j-1} \), to the \( j \)th permutation, \( p_j \), implies the occurrence of an event \( \tau_j \), which may be described as the intersection of the \( x \)-projections of the paths of two agents that were adjacent in the permutation \( p_{j-1} \). The event \( \tau_j \) may be represented as an elementary braid \( \tau_j \in \sigma_i^{\pm 1}, i \in \{1, \ldots, n - 1\} \), where \( i \) corresponds to the index of the leftmost swapping agent in permutation \( p_{j-1} \).

Hence, the whole execution from \( t = 0 \) to \( t = T \) may be abstracted into the braid that corresponds to the temporal sequence of events:

\[
\tau = \tau_1 \tau_2 \cdots \tau_K \in B_n.
\]

(4)

This braid word may serve as a compact abstraction of the system trajectory but also as a symbolic representation of the class of trajectories that are homotopy-equivalent with \( \Xi \), i.e., the class of paths that execute the same scenario as \( \Xi \) and can be continuously deformed into each other. Fig. 4 illustrates our method for transitioning from a system trajectory into a braid word. The \textit{braid word} representation retains the topological properties of the execution (relative locations of agents), while discarding any geometric properties (e.g. distances among agents). In the remainder of this paper, we will be referring to the sequence \( \tau \) as the \textit{topology} of the system trajectory. Essentially, we model the space of trajectory topologies \( T \) as the braid group, i.e., \( T := B_n \).
We are interested in quantifying the topological complexity of a multi-agent trajectory $\Xi$. Assuming that such a trajectory may be abstracted into a braid word $\tau$, with the method discussed in the previous subsection, an intuitive measure of complexity for $\Xi$ would be the braid word length $l(\tau)$, defined as the number of generators that form it. In general, topologically complex braids correspond to braid words of larger length and equivalently, longer words indicate a higher topological complexity (see Fig. 4 for intuition on the relationship between braid length and topological complexity). However, the amount of entanglement induced by distinct braids of same length may vary. For example, consider the braids $b_1$ and $b_2$ shown in Fig. 6. Although $l(b_1) = l(b_2)$, it may be observed qualitatively that the entanglement of $b_2$ is more intense (or less trivial) than that of $b_1$, due to the action of its third strand. This observation is an intuitive indication that the braid word length cannot be used unambiguously as a universal complexity index.

To overcome this degeneracy, Dynnikov and Wiest [11] introduce the braid Complexity Index. This index quantifies the amount of entanglement induced on a canonical curve diagram (Fig. 5a) upon its application on it. An $n$-braid $\beta \in B_n$ may be applied on a canonical $n$-curve diagram by sequentially enforcing the braid’s topological pattern on the diagram’s fields (e.g. Fig. 5b, Fig. 5c, Fig. 5d). Intuitively, the canonical curve diagram can be thought of as a heterogeneous mixture, comprising $n$ clearly separated substances. The application of a braid $\beta$ can be thought of as the enforcement to the substances of a mixing pattern that follows the entanglement described by the braid $\beta$. In other words, the strings of the braid are matched to the substances of the curve diagram; as the braid progresses along the $z$-axis, the substances move with it, resulting in a new curve diagram. In the following subsections, we formally define curve diagrams and the braid Complexity Index [11].

### 2.4 Complexity of Braids

#### 2.4.1 Curve Diagrams

Denote by $D^2$ the closed unit disk, centered at the origin of the complex plane $\mathbb{C}$ and let $P_n$ be a set of $n$ punctures. The set of points in $P_n$ are called punctures, whereas the set $D_n = D^2 \setminus P_n$, i.e., the region of the unit disk upon the removal of the punctures is called punctured disk. Finally, denote by $E$ the union of $n-1$ disjoint arcs on $D_n$, separating all the punctures, as shown in Fig. 5a. A curve diagram of a braid $\beta \in B_n$ is the image $D = \beta \cdot E$ of $E$ under the homeomorphism corresponding to $\beta$. The image $D$ is the union of arcs obtained from $E$ through the action of $\beta$. This is only defined up to isotopies fixing $\partial D^2$ and $P_n$.

#### 2.4.2 The Complexity Index

The norm of a curve diagram $D$ is defined as the number of intersections of $D$ with the real axis and denoted as:

$$ ||D|| = \#(D \cap \mathbb{R}). $$(5)

The Complexity Index of a braid $\beta \in B_n$ is then defined through the use of its corresponding curve diagram $D = \beta \cdot E$, as:

$$ c(\beta) = \log_2(||D||) - \log_2(||E||). $$(6)

This expression is equal to the logarithm of the gain of intersections with the $x$-axis, upon the application of a braid. Looking at Fig. 5, it may be verified that the higher the number of intersections with the real axis, the higher the intensity the entanglement of the corresponding braid.

### 2.5 Complexity of Multi-Agent Planning

The Complexity Index quantifies the amount of entanglement that a braid induces to the canonical curve diagram. In this work, we employ braids as a representation of the topological pattern that a collection of trajectories forms. Thus, the Complexity Index may be used as a measure of the complexity of the braid corresponding to a specific execution of a multi-agent scenario. More importantly, it
may serve as a characterization of the complexity of the solution to the motion planning problem of transitioning safely from $Q^n$ to $Q^d$ that the navigating agents converged to, without explicitly communicating with each other.

The setup of our problem is quite simple: agents move between two resting positions (from start to goal). However, the lack of explicit communication among them may result in complicated collision avoidance maneuvers, yielding undesired oscillatory behaviors but also potentially undesirably long and entangled paths for one or more agents. The former problem, commonly referred to as the "reciprocal dance" problem [12], has been widely addressed in the literature (see e.g. Trautman et al. [33]). The latter problem, though, to the best of our knowledge, has not been modeled or approached appropriately. In this paper, we address it by (1) using the Complexity Index as a proxy to quantify the complexity of multi-agent planning, (2) proposing a planning framework that explicitly incorporates this understanding into the decision making stage, towards generating legible behaviors that reinforce plans of low trajectory entanglement and (3) investigating the effect of trajectory entanglement to human inference through a user study.

3 THE SOCIAL MOMENTUM PLANNING FRAMEWORK

In this section, we present a planner that enables agents to contribute to trajectory patterns of low topological entanglement, as they navigate towards their destination. Our planner is based on a cost function that detects the intentions of other agents over pairwise collision avoidance protocols (e.g. right or left) and favors actions that are in compliance with them. The cost function, named the Social Momentum cost, is defined as the weighted sum of the magnitudes of the pairwise angular momenta between the planning agent and all others. The optimization of the Social Momentum cost results in motion that tends to reinforce the current momenta by locally maximizing their magnitudes along their current directions, which corresponds to reinforcement of the currently established pairwise collision avoidance protocols between the planning agent and others. Our Social Momentum (SM) planning algorithm compromises between the Social Momentum cost and an Efficiency cost that drives the planning agent towards its destination. Throughout consecutive time steps, this policy results in a behavior that appears to be consistently compliant with the agent’s past behavior and with the preferences of others over avoidance strategies. Effective communication of the agents’ intended avoidance strategies results in behaviors that are easy to read and thus enable agents to implicitly cooperate efficiently to avoid each other, which leads to avoiding redundant trajectory entanglement.

3.1 Angular Momentum for Collision Avoidance

Consider two agents $A$ and $B$ moving towards opposing sides of a hallway, as shown in Fig. 1. The geometry of the shared space renders agents’ decisions coupled. In order to reach their destinations in a collision-free and socially acceptable fashion, they need to (1) agree on a passing side (right or left) and (2) respect the personal space [?] of each other by maintaining a comfortable minimum distance. To quantify how well the agents are doing with respect to both of these specifications, we construct an analogy with the physical quantity of Angular Momentum. Assuming unit masses for the two agents, the angular momentum of their system with respect to its center of mass $C$, may be defined as:

$$L_{AB} = r_A^C \times v_A + r_B^C \times v_B$$

(7)

where

$$r_A^C = q_A - q_C, \quad r_B^C = q_B - q_C$$

(8)

are agents’ positions, defined with respect to their center of mass $r_C = (q_A + q_B)/2$.

(9)

For a system of agents navigating on the horizontal plane, the angular momentum is a vector perpendicular to the workspace, pointing along the positive direction of the $z$-axis for counterclockwise agent rotations and along the negative direction of the $z$-axis for clockwise rotations, thus encoding the right and left passings respectively. Its magnitude depends on the distance between the agents and also on the angle of their velocities, with larger distances and antiparallel velocities scoring higher. As a result, the angular momentum may be used (1) as a tool to monitor an emerging avoidance protocol (right/left passing) but also (2) as a tool to generate easily interpretable avoidance maneuvers in compliance with the preferences of the other agent and in consistency with previous behaviors of the agents.

3.2 Social Momentum for Legible Collision Avoidance

In a crowded multi-agent workspace, an agent interacts with multiple others at the same time, in the sense that every action taken broadcasts signals of intentions or preferences over avoidance strategies. Our framework enables an agent to read these preferences, associate them with its own, and act competently towards simplifying everyone’s decision making. To this end, we introduce a novel index, comprising a weighted sum of the magnitudes of all pairwise momenta between the planning agent and the set of all other agents $N_i = N \setminus \{i\}$. Higher values indicate a higher certainty over the emerging pairwise avoidance protocols between the agent and all others. We call this cost the Social Momentum cost and formally define it for agent $i$ as a real function $L : A \rightarrow \mathbb{R}$ over the
agent’s action space $\mathcal{A}$, as follows:

$$
\mathcal{L}(a) = \begin{cases} 
\sum_{j \in N_i} w_j |\hat{L}^{ij}(a)|, & \text{if sign} \left((\hat{L}^{ij})^T \hat{L}^{ij}(a)\right) \forall j \in N_i \\
0, & \text{otherwise}
\end{cases}
$$

where $\hat{L}^{ij}(a)$ denotes the expected pairwise momentum between agents $i$ and $j$ upon agent $i$ taking an action in consideration, $a \in \mathcal{A}$ and agent $j$ moving with its current velocity, $\hat{L}^{ij}$ is its current momentum and $w_j \in \mathbb{R}$ is a weight, computed as the inverse of the distance between agents $i$ and $j$. The quantity $\text{sign} \left((\hat{L}^{ij})^T \hat{L}^{ij}(a)\right)$ indicates whether the expected evolution of the pairwise momentum between agents $i$ and $j$ is in compliance with their current momentum $\hat{L}^{ij}$. A positive sign corresponds to an action that preserves the current momentum sign and thus the currently preferred pairwise avoidance protocol, which is undesired. For this reason, an action that results to inversion of a pairwise momentum is assigned a score of zero. Note that the only non-zero components of all pairwise momenta are their $z$-components, since we assume that the workspace is a horizontal plane.

Algorithm 1 SM($Q, \mathcal{A}, d, \text{map}, \text{AtGoal}, a$)

**Input:** $Q$ — current system state; $\mathcal{A}$ — action set; $d$ — agent’s destination region; map; AtGoal — boolean variable signifying arrival at agent’s destination

**Output:** $a$ — action selected for execution

1. **while** ¬AtGoal **do**
2. \hspace{1em} $\mathcal{A}_{cf} \leftarrow \text{Collision Checking}(\mathcal{R}, Q, \mathcal{A}, \text{map})$
3. \hspace{1em} $\mathcal{R} \leftarrow \text{Get Reactive Agents}(Q)$
4. \hspace{1em} **if** $\mathcal{R} \neq \emptyset$ **then**
5. \hspace{2em} $a \leftarrow \text{Get Legible Action}(Q, \mathcal{A}_{cf}, \lambda, d)$
6. \hspace{1em} **else**
7. \hspace{2em} $a \rightarrow \text{Get Efficient Action}(\mathcal{A}_{cf}, d)$
8. **return** $a$

3.3 Decision Making

In this section, we present the Social Momentum (SM) algorithm, a cost-based planning algorithm, built around the Social Momentum heuristic. The algorithm is based on frequent replanning; at every planning cycle, it picks an action that corresponds to the optimal compromise between progress to agent’s destination and legible avoidance of others. We formalize this decision making strategy into the following optimization scheme:

$$a^* = \arg \max_{a \in \mathcal{A}} \lambda E(a) + (1 - \lambda) \mathcal{L}(a),$$

where $\lambda \in \mathbb{R}$ is a parameter accounting for proper scaling and weighting of the two quantities. We model the progress function $E: \mathcal{A} \rightarrow \mathbb{R}$ to be the inverse of the length of the unobstructed line to destination. The action space $\mathcal{A}$ comprises a pre-sampled set of actions of finite duration that are executable by the agent.

Algorithm 1 describes the SM algorithm in pseudocode format. At each replanning cycle, the function Collision Checking checks for collisions with other agents or bounds and returns a set $\mathcal{A}_{cf} \subseteq \mathcal{A}$ of collision-free actions. Then function Get Reactive determines the subset of agents $\mathcal{R}$ to which the planning agent should be reacting: only agents that lie in front of the planning agent are considered (see Fig. 7). In case $\mathcal{R} \neq \emptyset$, the planning agent determines a legible action $a$ by compromising between Progress to destination and Social Momentum (function Get Legible Action); otherwise, the algorithm switches to progress maximization mode (function Get Efficient Action). Termination occurs once the algorithm reaches a desired distance to destination.

4 EVALUATION

In this section, we evaluate our approach by investigating the following two hypotheses:

1. "The Social Momentum Framework produces multi-agent trajectories of significantly simpler topological entanglement than existing approaches of multi-agent planning".
2. "In multi-agent domains, multi-agent trajectories of simple topological entanglement are more legible".

Confirmation of these two hypotheses provides evidence that the Social Momentum framework results in legible navigation in multi-agent environments. To test hypothesis (1), we perform an extensive simulated evaluation. To test hypothesis (2), we conduct a study in which we ask users to predict the evolution of simulated multi-agent scenarios from partial observation.

4.1 Simulations

We evaluate our planner in simulation by comparing against common benchmarks in multi-agent planning. Specifically, we consider the Social Force (SF) model [14] and the Optimal Reciprocal Collision Avoidance (ORCA) framework [35]. It should be noted that these frameworks were designed to produce fast and realistic simulations of multi-agent navigation scenarios and not to produce legible behaviors. However, they still constitute relevant baselines due to (a) their wide dissemination and existence of ready implementations, (b) their proven performance in various types of scenarios, (c) the fact that they constitute common benchmarks and thus common works of reference, (d) their ability to handle any number of agents.

4.1.1 Experimental Setup. We consider multi-agent scenarios involving sets of homogeneous agents navigating a circular workspace. Each scenario is generated as follows: (1) the workspace circumference is partitioned to $n$ arcs of equal length, (2) each arc is assigned to an agent, (3) the agent is placed at a random, collision-free position on the arc assigned to it and (4) each agent is assigned a destination that is antipodal to its starting location and lies on the workspace circumference. The workspace considered is a circle with a diameter of 5m, whereas the agents were discs of diameter 0.6m. This setup was specifically selected as it reinforces the emergence of challenging agent encounters. The occurrence of such scenarios highlights the value of intent-expressiveness as a feature that reduces uncertainty by reinforcing implicit coordination. We consider 4 different classes of scenarios, each corresponding to a different number of agents, ranging from 3 to 6. For each class, we generate 200 intense multi-agent scenarios at random and execute them with each of the planners considered. Note that each of the planners considered can be tuned to yield qualitatively different behaviors. In order to ensure a fair comparison, we assumed similar tunings with respect to sensitivity to obstacles and kept them constant across all trials.

4.1.2 Quality Measures. To evaluate the quality of an execution, we consider two different criteria: (1) the braid Complexity Index,
which serves as a measure of the topological efficiency of the execution and (2) the Path Irregularity index [13], defined as the total amount of unnecessary rotation (divergence of agent’s heading from its direction to its destination) per unit path length, averaged per agent, which serves as a measure of the geometrical efficiency of the execution. Complexity Index computations were implemented using the BraidLab package [32], assuming a projection onto the global x-t coordinate plane.

In the evaluation of the topological entanglement, we also include a theoretical Lower Bound baseline, which returns a topological path of minimal topological entanglement that executes the scenario in consideration. This baseline may be described as follows: (1) find the minimal path of transpositions, $\pi^*$ that connects the initial permutation of the system, $p^\pi = f_\pi(Q^\pi)$, with the final permutation of the system, $p^\beta = f_\beta(Q^\beta)$ and (2) derive a sequence of generator transitions for all consecutive waypoints in $\pi^*$, i.e., a braid $\beta^\pi \in B_n$ that yields the lowest Complexity Index $c(\beta^\pi)$ for the scenario. This baseline can be thought of as an ideal case of perfect communication and compliance (or centralized planning).

4.1.3 Performance Comparison. Fig. 8 depicts the average Complexity Index for each planner and class of scenarios considered. The Complexity Index of SF and ORCA appears to be consistently rising with the number of agents. In contrast, SM exhibits a slower rise; the transitions between 3 and 4 agents and between 5 and 6 agents are done with almost constant complexity, with the only rise taking place in the transition between 3 and 4 agents. Overall, SM achieves consistently lower topological entanglement with statistical significance, except from the case of 3 agents, where the scenarios are not geometrically challenging to yield significantly divergent behaviors. Detailed statistics of paired t-tests conducted for

<table>
<thead>
<tr>
<th>T-Tests</th>
<th>Complexity Index</th>
<th>Path Irregularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agents</td>
<td>Pair</td>
<td>t-value</td>
</tr>
<tr>
<td>3</td>
<td>SM-SF</td>
<td>-2.497</td>
</tr>
<tr>
<td></td>
<td>SM-ORCA</td>
<td>0.593</td>
</tr>
<tr>
<td>4</td>
<td>SM-SF</td>
<td>-7.963</td>
</tr>
<tr>
<td></td>
<td>SM-ORCA</td>
<td>5.740</td>
</tr>
<tr>
<td>5</td>
<td>SM-SF</td>
<td>-9.424</td>
</tr>
<tr>
<td></td>
<td>SM-ORCA</td>
<td>5.375</td>
</tr>
<tr>
<td>6</td>
<td>SM-SF</td>
<td>-11.561</td>
</tr>
<tr>
<td></td>
<td>SM-ORCA</td>
<td>-5.250</td>
</tr>
</tbody>
</table>

Table 1: Statistics of pairwise t-tests between SM and SF, ORCA for different agent numbers. We considered $N - 1$ degrees of freedom, where $N = 200$ is the number of scenarios per class.

Fig. 9 depicts the average Path Irregularity per agent, for each planner and class of scenarios considered. Although for all planners the path irregularity rises with the number of agents, each planner performs differently. The different performance of each planner is indicative of the distinct philosophy with which they have been designed. SF, lacking predictive mechanisms yields significantly more irregular paths than SM and ORCA. ORCA achieves consistently the lowest path irregularity, as a result of its geometrically optimal behavior, which in practice results in minimal divergence from the unobstructed line connecting an agent with its destination at any time. SM performs slightly worse ORCA, as a result of its different consideration of collision avoidance as a rotation; SM agents diverge from their shortest paths more often to convey intent. For
We verified that the rate of incorrect answers for a video is not correlated with the Complexity Index and the time of passing between the two agents. We fit a linear model to the data, shown as the green line with a 95% confidence interval. The trend is positive (slope of 0.0833) and nearly significant ($t = 5.60, p < 0.001$). In other words, as the topological entanglement increases, users take more time to accurately predict the side of passing, i.e., more complex scenarios are less legible. We verified that the rate of incorrect answers for a video is not correlated with the Complexity Index of that video via computation of a Pearson correlation coefficient ($r^2 = 0.1017, p = 0.7185$).

The green trend shows the relation between the Complexity Index and the time of passing between the two agents. We fit a linear model to the data, shown as the green line with a 95% confidence interval. The trend is positive (slope of 0.0833) and nearly significant ($t = 5.60, p < 0.001$). Increased Complexity Index correlates positively with increased time of passing, and thus with longer, less efficient interactions. For each video, most users were able to correctly predict the passing side before the passing occurred. We see a trend towards predicting the passing with greater lead times for greater Complexity Index. However, we argue that the measure of legibility that matters is not lead time but lag time after navigation begins before the user is able to predict the correct passing.

4.2 User Study

We conducted a user study, in which we asked users to watch a series of videos (shown from a top view) of simulated executions of scenarios involving 5 agents navigating a circular workspace. For each video, users were asked to predict the way two agents were going to avoid each other (right or left side). Speed and correctness (the basis of the legibility definition) were incentivized through a scoring system that awarded points for quick and accurate answers and deducted points for wrong or slow responses (Fig. 10 depicts the study interface). The study used a total of 15 videos, with duration ranging from 6.3 to 15.7 seconds, corresponding to scenarios of Complexity Index uniformly ranging from 1.585 to 4.250. More than 180 users, recruited from the social media platforms of Reddit and Facebook, contributed a total of 2704 video views and clicks. An analysis of the collected dataset is presented in Fig. 11.

The blue trend shows the relation between the Complexity Index and the median time of correctly predicting the side on which one agent will pass another. We fit a linear model to the data using iteratively reweighted least squares, shown in Fig. 11 as a blue line with a 95% confidence interval. The effect of the Complexity Index on click time is positive, with a slope of 0.0236, and significant (Student’s t-test, $t = 5.60, p < 0.001$). In other words, the topological entanglement intensifies, users take more time to accurately predict the side of passing, i.e., more complex scenarios are less legible. We verified that the rate of incorrect answers for a video is not correlated with the Complexity Index of that video via computation of a Pearson correlation coefficient ($r^2 = 0.1017, p = 0.7185$).

The green trend shows the relation between the Complexity Index and the time of passing between the two agents. We fit a linear model to the data, shown as the green line with a 95% confidence interval. The trend is positive (slope of 0.0833) and nearly significant ($t = 5.60, p < 0.001$). Increased Complexity Index correlates positively with increased time of passing, and thus with longer, less efficient interactions. For each video, most users were able to correctly predict the passing side before the passing occurred. We see a trend towards predicting the passing with greater lead times for greater Complexity Index. However, we argue that the measure of legibility that matters is not lead time but lag time after navigation begins before the user is able to predict the correct passing.

4.3 Discussion

Our simulated evaluation confirmed our first hypothesis by revealing statistical evidence that SM achieves consistently lower trajectory entanglement than other representative multi-agent collision avoidance approaches. Furthermore, our user study confirmed our second hypothesis by demonstrating a positive correlation between trajectory entanglement and the time taken for a correct prediction of a passing between two agents. In other words, executions of lower trajectory entanglement are more legible. From these, we may assert that the Social Momentum framework appears to produce legible behaviors in multi-agent environments. This feature is of particular importance for robots navigating crowded human environments, where no explicit communication takes place among agents and no formal rules are guiding traffic, such as pedestrian environments.

5 CONCLUSION

We presented a planning framework for legible motion generation in multi-agent environments. We approached legibility from a topological perspective and introduced the concept of legible avoidance as a maneuver that clearly indicates the way an agent plans to avoid another (e.g. right or left side). Based on this idea, we designed the Social Momentum planning framework that enables agents to generate intent-expressive and socially compliant behaviors in multi-agent environments. Statistical evidence, extracted from extensive simulations and from a user study with human participants demonstrated the ability of our framework to produce legible behaviors in multi-agent environments. This result is particularly important for operation in human environments with no explicit communication among agents, such as pedestrian environments. Ongoing work involves validating our approach by conducting experiments on an autonomous social robot, navigating academic hallways.
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